
On November 16, 2005, the ISRP and ISAB produced a revised and updated 

portion of the Research, Monitoring and Evaluation section of the 

Retrospective Report (pp 18-30) for publication, titled Study Designs for 

Research, Monitoring and Evaluation. The ISRP and ISAB's intent was to 

make the section accessible to a broader audience beyond the Columbia 

River Basin. 

The pre-publication draft uses some different terminology than the 

previous section in the Retrospective Report. Namely, the term 

"observational study" is used instead of "mensurative experiment," and 

"manipulative experiment" is used instead of "randomized treatment 

experiment" as the two basic classifications of research, monitoring, and 

evaluation. The basic definitions for these two classifications was not 

changed. 
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ABSTRACT 96 

 Terminology defining Research, Monitoring, and Evaluation (RM&E) 97 

varies widely among fields of science.  This variation is particularly evident when one 98 

considers the scientific basis for “effectiveness monitoring” of active management 99 

actions that are, for example, intended to improve habitat or recover threatened or 100 

endangered populations.  We classify RM&E studies into manipulative experiments and 101 

observational studies following their long-standing usage by statisticians and empirical 102 

scientists.  We explore specifically the scientific basis behind inferences in manipulative 103 

experiments and observational studies, recognizing that observational studies, including 104 

quasi-experiments, can be just as complex and just as effective as manipulative 105 

experiments.  A review of these concepts that leads to the development of common 106 

terminology is an important step for promoting effective communication among 107 

researchers, administrators, and policy makers.  Although the concepts, terminology, 108 

and recommendations are illustrated with fishery and wildlife applications, we believe 109 

that the audience for this perspective includes all areas of science.  We conclude by 110 

making recommendations by which RM&E can meet the challenges of large-scale 111 

monitoring of complex entities such as ecosystems. 112 

 113 

Introduction   114 

The Independent Scientific Advisory Board (ISAB) for the Northwest Power and 115 

Conservation Council (Council), Portland, Oregon, NOAA-Fisheries, Seattle, 116 
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Washington, and the Columbia River Basin Indian Tribes, Portland, Oregon, and the 117 

Independent Scientific Review Panel (ISRP) for the Council have existed from 1996 and 118 

1997, respectively.  The responsibilities of the ISRP, specified by the U.S. Congress, 119 

(Williams, 2006), include review of project proposals and quality control/quality 120 

assurance for implementation of the Council’s Fish and Wildlife Program.  One of the 121 

ISRP’s statutory responsibilities is to evaluate whether or not project proposals have 122 

adequate provisions for monitoring and evaluation.  The primary role of the ISAB is to 123 

examine the broader scientific basis underpinning various management decisions 124 

concerning the recovery or maintenance of fish and wildlife populations in the Columbia 125 

River Basin. 126 

Since their formation, the ISRP and ISAB have observed inconsistent use of 127 

Research, Monitoring, and Evaluation (RM&E) terminology by various fields of science 128 

(e.g., fisheries, wildlife, hydrology, genetics, statistics) and an inconsistent scientific 129 

basis for “effectiveness monitoring” of active management actions of responsible 130 

organizations (e.g., NOAA Fisheries, Bonneville Power Administration, U.S. Army Corps 131 

of Engineers, and Bureau of Reclamation).  For example, the words mensurative, 132 

implementation, observational, retrospective, non-experimental, pseudo-experiments, 133 

quasi-experiments, Tier 1 monitoring, Tier 2 monitoring, or simply “monitoring” have 134 

been used to identify one general category of scientific studies.  The words 135 

manipulative, true experiment, effectiveness monitoring, Tier 3 monitoring, randomized 136 

treatment, and response monitoring have been used to identify a second general 137 

category of RM&E.  Furthermore, the roles of each of the core types of inference-138 
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supporting monitoring in large-scale environmental and ecological programs are not well 139 

described in the literature.  140 

We elect to classify RM&E studies into manipulative experiments and 141 

observational studies following long-standing usage by statisticians and empirical 142 

scientists. In some disciplines, the term “comparative experiment” has been used 143 

historically, but in the ecological sciences “manipulative experiment” has dominated for 144 

decades and is now fully entrenched (e.g., Scheiner and Gurevitch 1993, Underwood 145 

1997, Krebs 1999, Quinn and Keough 2002, Gotelli and Ellison 2004).  Hurlbert (1984) 146 

coined the term “mensurative experiment” in an attempt to accommodate the precedent 147 

that scientists have long used “experimental” as a synonym for “empirical” and applied it 148 

to observational studies of various sorts.  Hurlbert also made clear, however, that 149 

guidance on the planning of "mensurative experiments" was to be sought in books on 150 

sampling design, not those on experimental design, and he has recently expressed 151 

concern about how the term "mensurative experiment" seems to have fostered 152 

confusion in the literature (Hurlbert 2003).  In strongly statistical contexts, he now feels 153 

the term is best not used at all (S. Hurlbert, San Diego State University, personal 154 

communication).   155 

More useful than "mensurative experiment" is the older term "quasi-experiment," 156 

which is loosely defined as an observational study "in which the research person can 157 

introduce something like experimental design into his scheduling of data collection 158 

procedures … even though he lacks the full control over the scheduling of experimental 159 

stimuli [i.e., imposition of independent variables]...which makes a true experiment 160 

possible" (Campbell & Stanley 1966:34).  Also, see the text authored by Cook and 161 
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Campbell (1979).  The label, quasi-experiment, generates other useful terms such as 162 

“quasi-experimental design" and "quasi-treatments."  Clarity of the literature will be well 163 

served if statisticians and scientists stop using the term treatments outside the context 164 

of manipulative experiments, and the term quasi-treatments may help do that.  For 165 

example, in the observational study of survival of naturally spawned parr before and 166 

after a habitat improvement project is implemented in a stream, it would be useful to 167 

refer to the project as a quasi-treatment. 168 

At the broadest level we propose adopting the traditional observational-169 

experimental dichotomy, recognizing that observational studies, including quasi-170 

experiments, can be just as complex and just as effective as manipulative experiments. 171 

They have different functions and ideally complement each other.  We propose that a 172 

review of these concepts and development of common terminology are important for 173 

effective communication among researchers, administrators, and policy makers.  174 

Although we illustrate this paper and our various recommendations with fisheries and 175 

wildlife applications because these are the disciplines most affected by our supporting 176 

agencies, we believe that the audience includes workers from all areas of science.  We 177 

conclude by making recommendations for how RM&E should meet the challenges of 178 

large-scale monitoring of complex entities such as ecosystems.  Although our 179 

recommendations on terminology differ somewhat from those in previous reports (e.g., 180 

ISRP 2005) as a result of input from reviewers in preparation of this manuscript for 181 

publication, the basic definitions and substantive content remain unchanged.  182 

 183 

Observational Studies 184 
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Observational studies involve the collection of data at one or more points in 185 

space or time WITHOUT some type of random assignment of treatments on entities that 186 

would constitute experimental units (Table 1).  Quasi-treatments may be involved that 187 

include management actions intended to improve fisheries or wildlife habitat at selected 188 

sites.  Some or all of the areas under study may have been deliberately influenced by 189 

the researcher or inadvertently impacted by others apart from the treatments 190 

themselves, e.g., uncoordinated implementation of different management actions 191 

involving different treatments to improve freshwater tributary habitat or unplanned spills 192 

of hazardous substances.  The researcher usually does not have control over these 193 

actions or other external influences on the system studied.  Routine monitoring studies 194 

typically yield data that are compared over time and space and as a result fall into this 195 

category, e.g., counts of adult anadromous fish passing Bonneville Dam on the 196 

Columbia River, and periodic meteorological measurements.   197 

Implementation Monitoring In RM&E. 198 

Implementation monitoring, the monitoring of task completion in a specific 199 

project, is one of the simplest types of observational study (Table 2).  For example, 200 

implementation monitoring data may report miles of stream fenced to exclude domestic 201 

livestock, number of culverts removed, acres of invasive plants removed, or numbers of 202 

fish tagged.  In the initial proposal reviews conducted by the ISRP (ISRP 1997-1, ISRP 203 

1998-1), implementation monitoring was often the only monitoring objective addressed, 204 

with no mention of tracking the ecological effects of the proposed restoration actions.  205 

Implementation monitoring is needed to evaluate progress of management projects, but 206 

rigorous science requires that project results also be measured in terms of benefits to 207 
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fish and wildlife.  In addition to implementation monitoring, the ISRP has recommended 208 

that ALL projects should be monitored or, preferably, included in an overarching 209 

monitoring program to establish the basic benefit of the project or the cumulative benefit 210 

of multiple projects for fish and wildlife (see below for additional discussion).  211 

Census Monitoring in RM&E. 212 

Census monitoring involves the collection and analysis of data at one or more 213 

study areas in space or time, with data collected on all units (sites, individuals) within 214 

areas (Table 2), i.e., a complete census of units in the project areas or of individuals in 215 

the populations is available and measurements are made on each.  There is no 216 

randomization at any level.  Inferences beyond the areas or populations on which 217 

measures are taken are based on subjective judgment.  Estimates of “sampling” error 218 

(e.g., standard errors of estimates and confidence intervals) are not appropriate, 219 

because data are available on all units in the area or individuals in the population.  220 

Calculation of summary statistics such as means and standard deviations or plotting of 221 

frequency distributions will be useful for documenting properties and variability of units 222 

in the entire area/population. Often the objective is to quantify trends or changes over 223 

time specific to a single study area.  224 

The Action Agencies (2003) chose to refer to census monitoring as Tier 1 (Table 225 

3), because they envisioned that census monitoring would be most used in tracking 226 

status, trend, and changes at the landscape scale (very large study areas, such as the 227 

entire Columbia or John Day River Basins)1.  In these applications, census monitoring 228 

                                                 
1 The assumption that census monitoring would be used at this spatial level of monitoring prompted the ISRP and 
ISAB to refer to census monitoring as “Tier 1” in earlier reports.  It is possible, however to use statistical monitoring 
on large scale projects, an activity that is usually uneconomical but possible.  To eliminate the inconsistency, we 
drop the term “Tier 1” in reference to census monitoring. 
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(Action Agencies’ Tier 1) can be a low cost, low level of monitoring on large areas.  For 229 

example, aerial photography or other remote sensing would typically be used to create 230 

census data layers in a Geographic Information System (GIS) for long term monitoring 231 

of trends or changes in riparian and other terrestrial habitat in subbasins or watersheds.  232 

Often, no (or few) changes are expected on decadal time scales (e.g., geology, soils, 233 

land surface form), or changes are expected to be relatively slow (e.g., land use; 234 

riparian vegetation patterns). 235 

The ISRP and ISAB have used the words “Tier 1, Tier 2, and Tier 3” in a slightly 236 

different manner in past reports, referring more to the way data are collected (i.e., 237 

census versus sample) than to the scale of the study.  To eliminate potential confusion, 238 

we have dropped the use of the word “Tier” when referring to the way data are collected 239 

(Table 3).   240 

Census monitoring is appropriate to document direct effects of a project.  For 241 

example, census monitoring in a project to improve aquatic habitat or to supplement a 242 

weak stock of naturally spawning fish with hatchery fish might include complete counts 243 

of hatchery and naturally produced adults passing a weir to the spawning grounds.  244 

Census monitoring is not necessarily prohibitively expensive or time consuming.  245 

The proper role for census monitoring is often to provide low cost, repeatable, 246 

long term, daily (or yearly) data with enough accuracy and precision to detect trend, 247 

change, differences, or correlations in the face of background noise.  For example, 248 

complete counts of adults passing a weir on a study stream to gain access to natural 249 

spawning grounds might indicate an increasing trend in the percentage of hatchery fish.  250 

The question would arise – Why does that trend exist?   When trends or changes are 251 
                                                                                                                                                             
 



ISRP 2005-14A 

10 

detected, then relatively short-term and hypothesis-driven research projects (i.e., 252 

manipulative experiments, see below) can be developed to help explain why the trend 253 

or change occurred. 254 

Statistical Monitoring (Sampling) in RM&E. 255 

Statistical monitoring projects are also observational studies involving collection 256 

of data on a probabilistic (e.g., a simple random) sample of units from one or more 257 

study areas (populations) at one or more points in time (Table 2).  Statistical monitoring 258 

differs from census monitoring in that classical statistical sampling and analysis 259 

methods must be employed to detect status and trends of parameters for the study 260 

areas or populations as a whole. Statistical conclusions apply to the total areas or 261 

populations sampled, not just the units on which data were collected.  Inference based 262 

on probabilistic sampling is the topic of statistics books with the word “sampling” in the 263 

title (e.g., Cochran 1977, Green 1979, Thompson 1992). 264 

When the objectives include study of habitat, vegetation, water quality, fish 265 

populations, etc., using on-the-ground field data collection methods in relatively small 266 

study areas (e.g., watersheds compared to entire river basins; “index reaches” instead 267 

of whole streams), the Action Agencies (2003) chose to refer to the studies at this scale 268 

as Tier 2.  They envisioned that statistical monitoring would be most economical and 269 

hence most used in these studies.2  These data collection methods are often labor 270 

intensive, and it is not economically feasible to collect data on a census of all units in a 271 

study area (e.g., data from all reaches in a branch of the John Day River). 272 

                                                 
2 The assumption that statistical monitoring would be used at this spatial level of monitoring prompted the ISRP and 
ISAB to refer to statistical monitoring as “Tier 2” in earlier ISRP reports.  It is possible, however to use census 
monitoring at this spatial level, an activity that is usually uneconomical but possible.  To eliminate the 
inconsistency, we drop the term “Tier 2” in reference to statistical monitoring. 
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A good model for the use of statistical sampling in monitoring of salmon 273 

abundance status and trend is the Oregon Plan for Salmon and Watersheds Monitoring 274 

Program (www.nwr.noaa.gov/pcsrf/Moore/) as implemented in Oregon for coho salmon 275 

in coastal streams.  The Oregon Plan applied a rigorous sampling design for 276 

probabilistic site selection to answer key monitoring questions for estimation of coho 277 

distribution and abundance.  The Council’s Fish and Wildlife Program Project 278 

#200301700 “Develop and Implement a Pilot Status and Trend Monitoring Program for 279 

Salmonids and their Habitat in the Wenatchee and Grande Ronde River Basins” is an 280 

example of the current development of statistical monitoring (Action Agencies’ Tier 2) 281 

for status and trend of salmonids and aquatic habitat over three large subbasins in the 282 

Columbia River Basin (C. Jordan, NOAA Fisheries, personal communication).   283 

Statistical monitoring reverts to census monitoring if data are collected on all 284 

units in the study areas or populations.  For example, if upstream and downstream 285 

movement of adult anadromous fish can be perfectly counted at a weir 24 hours per day 286 

for a migration season, then the total count is census monitoring of escapement above 287 

the weir.  If counts are made on a random or systematic sample of 24 hour periods 288 

distributed during the migration season, then the total count must be estimated by 289 

statistical methods and the result is statistical monitoring. 290 

Individual projects within a set of projects should support broader scale statistical 291 

monitoring projects by using common methods to select study sites and common 292 

methods for data collection.  For example, different projects to monitor habitat in a 293 

watershed can most easily provide data for monitoring of habitat at a larger scale if the 294 

same probabilistic site selection and field data collection methods are used.  The more 295 
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site selection and data collection methods differ, the more difficult it is to aggregate data 296 

to make inferences about larger regions. 297 

Census and statistical monitoring both qualify as serious research in the sense 298 

that full census data are being provided or probabilistic conclusions are being drawn 299 

about entire study areas or populations.  For example, statistical estimates of the 300 

number of chinook salmon redds in the Wenatchee River Basin in 2035 might be based 301 

on counts in a probabilistic sample of sites from the basin.  These approaches, 302 

however, limit learning about why trends, changes, or correlations occurred.  The 303 

causes of the effects detected by census or statistical monitoring usually remain elusive. 304 

Many important census or statistical monitoring projects may not yield results of 305 

interest to managers until a significant period of time has passed to establish 306 

“baselines” for the study areas, trends or changes are detected, or correlations are 307 

replicated.  The experience of the ISRP and ISAB is that often 10 to 15 years must pass 308 

before status and trend monitoring projects may be effectively assessed and 309 

appreciated by managers.  It is important that the level of long-term commitment to 310 

funding be adequate to conduct the monitoring and fully analyze the data.  Uncertainties 311 

in funding continuation can threaten the investment made to that point in time.  312 

Impact-Control (IC), Before-After (BA), and Before-After-Control-Impact (BACI) 313 

studies. 314 

Census or statistical monitoring can be implemented on one or more points in 315 

space and time to give rise to Impact-Control (IC) comparisons between areas, Before-316 

After (BA) comparisons on an area(s), and Before-After-Control-Impact (BACI) designs.  317 

We prefer to use the word “reference” rather than “control” and note that these quasi-318 
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experiments are observational studies to avoid implying that they can document cause-319 

effect relations with the same certitude that manipulative experiments can.  There is 320 

usually no possibility for random assignment of the quasi-treatments of reference and 321 

impact.  Measurements often are taken with the objective of asking if there is: 1) a real 322 

pre-impact difference between a potential impact area and a reference area, 2) a real 323 

difference between years on a site, or 3) a real change in difference between impact 324 

and reference sites pre- and post-impact (e.g., Green 1979, Manly 1992). 325 

If random or systematic samples of study units are selected from the study areas 326 

and time periods, then these quasi-experimental studies lead to “design-based3” 327 

statistical inferences concerning the specific study areas and time periods under study.  328 

Estimates of parameters with confidence intervals and statistical measures of precision 329 

and accuracy apply to the areas and times studied.  Results of statistical tests of “no 330 

difference” between sites, statistical power, and regression modeling apply only to the 331 

whole areas and time periods studied.  The researcher may conclude that real trends or 332 

differences existed between the areas or times, but cause and effect relationships 333 

between the quasi-treatments and documented differences cannot be conclusively 334 

demonstrated.  General application of results outside of the specific areas and times 335 

remains open to question.  336 

Most statistical inferences about cause-effect relations in observational or quasi-337 

experimental studies, including tests of hypotheses, power, and regression modeling, 338 

                                                 
3 Design based inferences are inferences that are justified by the design of the study and do not require additional 
assumptions. 
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are “model-based4”, i.e., the inferences are partially based on assumptions additional to 339 

those concerning the numerical properties of the data.  This is the case for statistical 340 

tests of hypotheses (e.g., Smith et al. 1993), simple and multiple-regression modeling 341 

(e.g., Zar 1999), and generalized linear modeling (McCullagh and Nelder 1989).  342 

Although assumptions about the numerical properties of the data are often easy to 343 

justify, those about the absence of confounding factors or extraneous variables are not.  344 

Non-subjective conclusions are restricted to changes, differences, and trends among 345 

the specific study areas and time periods involved.  Causal relationships remain elusive. 346 

Statistical inferences concerning cause and effect relationships beyond the 347 

observed “real” differences among specific study areas and time periods are made 348 

under a set of assumptions that is often difficult to justify and are subject to criticism.  349 

For example, hard conclusions concerning cause and effect relationships assessed with 350 

a BACI design require the assumption that, absent any effects of the imposed quasi-351 

treatment, the magnitude of differences between reference and impact areas would 352 

have remained constant over time. Conjectured causal relations might be stated as 353 

tentative working hypotheses warranting further study.  354 

Other Model-Based Evaluation Methods 355 

The preceding discussion of evaluation and analysis issues reflects the classical 356 

“frequentist” approach to the study of probability and statistical inference.  There is a 357 

large and growing literature on the use of Bayesian and other model-based tools (e.g., 358 

geostatistical methods) that can be applied in the evaluation/analysis stage of research 359 

and monitoring (e.g., Isaaks and Srivastava (1989), Lee (1997)).  Because of the extra 360 

                                                 
4 Model based inferences are those that require assumptions (models) on the part of the researcher.  For example, 
confidence intervals around an estimate of a parameter typically require the assumption that the estimator has a 
normal distribution.  
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assumptions or models required, such methods have their detractors and cautions, but 361 

can be useful when the conditions are judged to be reasonably well satisfied. 362 

 363 

Manipulative Experiments 364 

Manipulative experiments incorporate treatments that are randomly assigned to 365 

experimental units (Table 1) (Fisher 1935).  One or more of the treatments may be 366 

designated as a control (or reference).  The key difference between observational or 367 

quasi-experimental studies and manipulative experiments is that, in the latter, 368 

treatments (including control treatments) ARE randomly assigned to study units.  These 369 

“true” experiments generate the strongest conclusions of research designs concerning 370 

causal relations between treatments and effects.  They require the minimum amount of 371 

assumptions or professional judgment to reach these conclusions.  Even in a 372 

manipulative experiment, however, the mechanisms producing a conclusively 373 

demonstrated effect remain conjectural. 374 

Statistical conclusions concerning causal relationships are “design based” in the 375 

sense that they are justified by the randomized assignment of treatments and design of 376 

the study.  Thus, cause and effect conclusions do not require strong assumptions on the 377 

part of the researcher, given that other factors potentially influencing the response 378 

variables on all experimental units remain relatively constant throughout the study.  379 

Classical parametric statistical procedures as well as bootstrapping, permutation 380 

methods, and other non-parametric statistical methods are directly applicable and 381 

require no strong subjective assumptions about the absence of confounding variables 382 

on the part of the researcher.  383 
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Generally, manipulative field experiments are conducted for a relatively short 384 

time period, i.e., perhaps for only one to five years. Manipulative experiments are 385 

relatively more common in laboratory studies than in field studies.  Unfortunately, 386 

manipulative field experiments on anadromous species of fish with complicated life 387 

histories may require several generations and it may be difficult to insure that other 388 

factors are either relatively constant throughout the study or that annual variation in 389 

factors, such as streamflow, affect all study sites approximately the same. 390 

Effectiveness Monitoring in RM&E. 391 

Effectiveness monitoring is intended for use with those manipulative experiments 392 

whose objectives include establishing mechanistic or causal links between management 393 

actions and fish or wildlife population response (Table 2).  Bisbal (2001) terms this level 394 

of effort as effects or response monitoring, the repeated measurement of environmental 395 

variables to detect changes caused by external influences. The key phrases here are 396 

“establishing mechanistic links” and “detect changes caused by external influences.”  397 

The Action Agencies (2003) chose to refer to this scale of monitoring as Tier 3 in their 398 

classification of study designs (Table 3). 399 

Examples of manipulative experiments leading to effectiveness monitoring would 400 

include: 1) projects to evaluate the effects of different levels of fertilization on growth 401 

and survival of juvenile salmonids with streams selected randomly for allocation to 402 

reference and treatment groups; 2) projects to evaluate the effectiveness of spillways in 403 

moving out-migrating smolts past a dam on the Columbia River, in which spill levels 404 

were chosen to cover the likely operating range (say, 20% of river flow, 40%, 60% and 405 

80%), and these levels were applied in randomized order for relatively short time 406 
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periods during the out-migration; 3) laboratory experiments to evaluate the ability of 407 

lamprey to navigate two types of fish ladders with lamprey from an available population 408 

randomly assigned to the two types of ladders; and 4) projects to evaluate the 409 

effectiveness of various watershed habitat treatments on survival of parr with treatments 410 

randomly or systematically assigned to watersheds.  “Action Effectiveness Monitoring” 411 

as defined by the Action Agencies (2003) in their RM&E Plan falls into this category. 412 

A good example of planning for large scale effectiveness monitoring in the 413 

Columbia River Basin with a manipulative experiment was the original design of the 414 

Idaho Supplementation Study on chinook salmon (Lutch et al. 2003). Randomized 415 

assignments of treatments to streams in this large-scale study, however, were not 416 

made, and the study has reverted to an observational quasi-experiment.  The result is 417 

that objective unambiguous conclusions concerning the effects of supplementing 418 

naturally spawning fish with hatchery fish (the treatment) are not justified by the study 419 

design.  Inferences will be based on subjective judgment concerning the validity of 420 

assumptions, correlations, and models.   421 

 422 

Effectiveness Monitoring with Observational Studies 423 

Observational studies may be conducted when the objective is to establish the 424 

effectiveness of various management actions.  In these studies the management 425 

actions are NOT probabilistically assigned to study units.  If census or statistical 426 

monitoring is carried out in multiple similar observational or quasi-experimental studies 427 

over time and space, corroborative results of the studies can provide compelling 428 

evidence for the actual effect of an action. In this inductive sense, census and statistical 429 
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monitoring in numerous observational studies do allow assessment of causal relations 430 

(e.g., Shipley 2000).  The ISRP believes that this is the most useful type of study design 431 

for determining effectiveness of management actions in large ecosystems such as the 432 

Columbia River Basin.  Good sampling designs are still required, however, and 433 

conclusions still require subjective judgment. Hard conclusions as to causal relations 434 

are not justified by the design of the study in even these replicated observational 435 

studies, because many uncontrolled factors still can influence the results.  For example, 436 

it may be possible to infer that the magnitude of flow in the Snake River is correlated 437 

with survival of out-migrating anadromous smolts, however it is difficult to reach the 438 

conclusion that increased flow causes increased survival because other uncontrolled 439 

factors such as water temperature and turbidity are also correlated with survival and 440 

flow. 441 

 442 

The Evaluation Component of RM&E.  443 

It is important to distinguish evaluation based on data collected as part of long-444 

term monitoring programs (usually standard, everyday, every-year data collection from 445 

large areas and over long time periods) and those collected in more focused 446 

experimental or observational research projects.  Research projects are usually 447 

relatively short term, often three to five years, are designed for the testing of specific 448 

hypotheses and must have well defined plans for analysis and evaluation.  Funding 449 

agencies should require that plans for evaluation be described in a proposal for a 450 

research project and that results of the evaluation be reported.  Evaluation is an equally 451 

important part of all long term ecological monitoring, and there MUST BE a perceived 452 
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need and clear procedure for analysis and full and timely interpretation of data being 453 

collected. Real-time evaluation as the data are being collected is important, because it 454 

allows detection of unusual events or changes in time for them to be subject to 455 

additional scrutiny.  It also allows for real-time detection of possible recording or 456 

measurement errors.  Evaluation in long term ecological monitoring should be possible 457 

using simple methods with few assumptions, and periodic re-evaluations are 458 

appropriate, because evaluation methodologies will gradually improve.  The data should 459 

have a long shelf life (in the range of 50 to 100 years minimum).  The methods that will 460 

be available in, say 2055, for evaluation of long term monitoring data probably have not 461 

yet been conceived.  462 

 463 

Large-Scale Ecosystem Monitoring and Evaluation  464 

Monitoring is difficult in large ecosystems such as the Columbia River Basin 465 

where there are numerous state, county, and city governments, autonomous Indian 466 

tribes, and a host of federal government agencies that all have vested interests in the 467 

ecosystem.  A basic problem common to monitoring large ecosystems is that most fish 468 

and wildlife agencies and private organizations have ongoing research and monitoring 469 

efforts using different site selection criteria, indicator variables, and data collection 470 

methods.  Many of these groups now have “good old data,” collected by an array of 471 

methods for varying amounts of time, and the agencies and other organizations are 472 

reluctant to change methods.  Although these groups, in combination, may be spending 473 

an exceptional amount of effort and money for monitoring, the disparate methods and 474 
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metrics mean that it is often difficult or impossible to combine these data into meaningful 475 

evaluations on larger scales.   476 

In the Columbia River Basin there are some coordinated efforts for monitoring of 477 

anadromous fish.  Samples of juvenile anadromous fish are tagged for studies of 478 

survival through the hydropower system to the ocean and for estimation of harvest of 479 

commercially valuable species.  Adult anadromous fish must pass the large dams via 480 

fish ladders, and procedures are in place to sample or census the returning adults.  481 

Unfortunately, there are no coordinated efforts with common techniques for basin wide 482 

monitoring of fish and wildlife habitat, for monitoring basic life history parameters such 483 

as reproductive success and survival of populations, or for monitoring meta-populations 484 

of fish.  Without such coordination, it is usually impossible to combine individual 485 

monitoring efforts at local levels to draw meaningful conclusions for large subbasins that 486 

cross local political boundaries. 487 

Probably the most promising attempts to provide guidance and achieve some 488 

coordination of monitoring methods in the Columbia River Basin are being made by a 489 

group of professional statisticians and biologists called the Pacific Northwest Aquatic 490 

Monitoring Partnership (PNAMP, see www.reo.gov/pnamp/) and the Collaborative 491 

Systemwide Monitoring and Evaluation Project (CSMEP, see www.cbfwa.org) in the 492 

Council’s Fish and Wildlife Program funded by Bonneville Power Administration.  The 493 

purpose of PNAMP “…is to coordinate important scientific information at the appropriate 494 

scales needed to inform public policy and resource management decisions.”  Although, 495 

the members of PNAMP originally came together to coordinate monitoring of watershed 496 

condition, objectives have been expanded to include status and trend monitoring of 497 
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habitat and populations and effectiveness monitoring of management actions for 498 

anadromous fish.  The CSMEP seeks to inventory and standardize fish monitoring data 499 

for the Columbia River Basin.  It is coordinated by the Columbia Basin Fish & Wildlife 500 

Authority and collaborators include four state, two Federal agencies, several Indian 501 

Tribes, and other entities.   502 

Standardization of ongoing monitoring methods among the various government 503 

agencies is a large challenge facing development of successful monitoring of the impact 504 

of environmental and conservation management actions on large areas of the Columbia 505 

River Basin.  It remains to be seen if the group of professionals in PNAMP or the 506 

CSMAP can implement real change in methods used by the various government 507 

agencies.  508 

Case Study: Large-Scale RM&E Programs for Tributary Habitat Recovery 509 

We draw heavily from the Independent Scientific Advisory Board (ISAB 2003-2) 510 

report entitled “A Review of Strategies for Tributary Habitat Recovery.”  That report 511 

contains recommendations on design of research and monitoring studies to evaluate 512 

the effects of actions intended to recover or improve tributary habitat for fish and wildlife.  513 

Although the material is written primarily in terms of RM&E of fish populations and 514 

aquatic habitat, the basic principles apply equally well to RM&E of terrestrial wildlife 515 

populations and habitat. 516 

Two general approaches exist for the collection of empirical data for evaluation of 517 

the effectiveness of tributary habitat restoration activities.  The first includes an 518 

extensive collection of study units, such as a large number of pairs of sites where the 519 

primary difference is that one site has a certain habitat improvement (e.g., removal of 520 
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roads) and the other does not.  Any future changes in management should be applied 521 

uniformly to both members of a pair.  As discussed above, this is considered a type of 522 

observational study because the quasi-treatments (e.g., road removal and reference) 523 

are typically not randomly assigned within each pair of sites.  Hard conclusions (e.g., 524 

that road removal reduces sedimentation in streams) are not justified by the design of 525 

the study.  If enough pairs of sites are obtained and if the various results corroborate 526 

one another, then evidence is obtained in an inductive sense that a cause and effect 527 

relationship is probable.  If strong assumptions are made (e.g., that pairs of sites are 528 

well matched in all characteristics except those influenced by the quasi-treatments) then 529 

model-based statistical methods can be used to quantify the strength of the relationship.   530 

The second approach is to focus intensive evaluations in a smaller number of 531 

units (e.g., watersheds), a monitoring approach the state of Washington has termed 532 

Intensive Watershed Monitoring (IWM).  The basic premise of IWM is that cause-effect 533 

relationships in complex ecosystems can best be understood by concentrating 534 

monitoring and research efforts at a few locations.  Closely spaced measurements of 535 

many variables in space and time are often required to develop a thorough 536 

understanding of the processes responsible for habitat or fish and wildlife population 537 

response to a management action. Concentration of effort may be able to focus 538 

sufficient resources and research expertise to begin to tease apart some of the complex 539 

interactions governing ecosystem response to restoration activities. 540 

In the first approach there are many replications of study units or pairs of units, 541 

which yield an extensive sampling design.  In the second, there are repeated 542 

measurements of a larger number of variables within a few (perhaps more controlled) 543 
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units, giving rise to an intensive study design.  Although both approaches would 544 

constitute observational quasi-experiments, smaller scale manipulative experiments are 545 

often embedded within both intensive and extensive sampling designs. 546 

There are obvious advantages and disadvantages to each approach (Roni et al. 547 

2003). The first approach allows reasonable inferences based on the design of the 548 

study, but the number of restoration activities or combinations of activities that can be 549 

compared is severely limited.  The second approach (e.g., IWM) limits inferences to a 550 

smaller number of sites with limited geographical coverage and combinations of 551 

restoration activities, but with intense study of more variables, processes and their 552 

relationships.  553 

Inferences concerning applicability of conclusions to large regions are based on 554 

professional judgment in both of these extensive and intensive designs.  The primary 555 

disadvantages of both approaches are costs, limited inductive inferences to large 556 

regions, and logistical difficulties of dealing with relatively large and long-term 557 

monitoring/research projects.  Logistical difficulties with unavoidable changes in the 558 

study designs, however, should be less with the IWM approach, because fewer sites 559 

are required. 560 

Based on our collective professional judgment, we recommend the IWM 561 

approach for the evaluation of effectiveness of large scale actions affecting tributary 562 

habitat.  At the time of this writing, it appears that the Columbia River Basin is moving 563 

toward probability based statistical monitoring for status and trend of fish and wildlife 564 

populations and habitat, combined with intensive study of a few watersheds using the 565 

IWM approach. 566 
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 567 

Conclusion: Recommendations for Monitoring Ecosystems 568 

We recognize the difficulties inherent in monitoring the many dimensions of 569 

ecosystem complexity given limitations on mandate, finances, expertise, and personnel.  570 

Moreover, it is not easy to condense our advice into a simple set of recommendations 571 

that apply to all conceivable situations on research and monitoring in large ecosystems, 572 

such as habitat restoration actions in a major tributary system of the Columbia River 573 

Basin.  Furthermore, the situations in different parts of an ecosystem are likely to 574 

require different approaches.  For example, evaluation of effectiveness of habitat 575 

actions on forest lands might be integrated with the U.S. Forest Service monitoring 576 

procedures, whereas evaluation on private lands may require development of new 577 

survey procedures.  We believe the following four steps contain the essential elements 578 

for developing an appropriate RM&E plan in a large ecosystem: 579 

1.  Develop a sound census monitoring procedure for trends based on remote 580 

sensing, photography, and data layers in a GIS.  Land use and landscape changes in 581 

terrestrial and aquatic habitat should be monitored for the smallest units possible (i.e., 582 

pixels or sites).  Future technology may allow low cost remote sensing of important 583 

parameters such as water temperature.  Accuracy and precision of data layers in the 584 

GIS should be evaluated using “blind” classification of randomly selected units by on-585 

the-ground verification during field visits. 586 

Large-scale census monitoring for trends in populations or habitats might include 587 

complete fish counts and condition in juvenile bypass systems at dams, adult fish 588 

counts at weirs, or measurement of the volume of large wood in all reaches of a river.  589 
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In practice, however, statistical monitoring (Action Agency Tier 2) is often more cost-590 

effective because measurements can be made during a random or systematic sample 591 

of units or time periods. 592 

2.  Cooperate with system-wide attempts to develop common probabilistic site 593 

selection procedures for population and habitat status and trend monitoring.  Use 594 

common protocols for on-the-ground or remotely sensed data collection.  As far as 595 

possible, measurements of the different indicator or response variables should be made 596 

in close proximity to each other on the same sites.  Use of probabilistically selected 597 

sites should be implemented as soon as possible to avoid inherent biases in 598 

subjectively selected sites, e.g., sites chosen for ease of access. 599 

3.  As data are obtained on status and trends of wildlife or fish populations and 600 

habitat, develop empirical (e.g., regression) models for prediction of current abundance, 601 

presence-absence of focal species, and models for population selection of “preferred” 602 

habitat.  Potential predictor variables include not only physical habitat variables 603 

(vegetation, flow, temperature, etc.), but also measures of habitat recovery actions that 604 

are currently in place or are implemented in the future. Use the empirical models to 605 

evaluate the relative importance of physical factors and habitat improvements and to 606 

predict abundance or presence-absence throughout major sections of the ecosystem.  607 

4.  Employ best professional judgment, based on available data, as to whether or 608 

not any new research in the spirit of the Intensive Watershed Monitoring approach 609 

should be instigated.  Most new intensive research should arise as a result of the 610 

interaction of existing inventory data with new data arising from population and habitat 611 

status and trend monitoring. 612 
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We judge that the approach in these four steps is the most likely one to 613 

accomplish successful large-scale, long-term RM&E programs in large ecosystems. An 614 

extensive long-term status and trend monitoring program identifies important and 615 

unexplained trends and changes that leads to identification of the intensive research 616 

that, if conducted, would help explain the “why.”  Although census monitoring by remote 617 

sensing procedures and statistical monitoring provide indications of trend and change in 618 

indicator variables, the “why” of certain trends and changes is usually not well 619 

understood.  For example, future status monitoring may indicate that a major and 620 

unexpected increase in juvenile fish production occurred in a watershed with high 621 

summer water temperature and low flow during the period 2010 to 2020.  Why?  A 622 

population of bull trout might be detected in an area in 2035 where current knowledge 623 

and logic indicate they should not exist. Why? Appropriate and relatively short-term 624 

research projects should be designed when the causes of trends and changes observed 625 

in long-term M&E programs are not obvious and causal mechanisms require 626 

elucidation. 627 
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Table 1.  Basic definitions of observational studies and manipulative experiments. 714 

 715 

 Basic Definition 

Observational study Collection of data at one or more study units in space or time 

WITHOUT random assignment of treatments to units. 

Manipulative 

experiment 

Collection of data at two or more study units in space or time 

WITH random assignment of treatments to units. 

  716 
717 
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Table 2.  Objectives of four common types of monitoring classified as observational 717 

studies or manipulative experiment. 718 

 719 
Monitoring 

Type 

Class Objective 

Implementation Observational 

study 

Monitoring of task completion 

Census Observational 

study 

Monitoring of one or more areas in space or time, 

with data collected on all study units to detect 

changes and trends, compare areas, etc. 

Statistical Observational 

study 

Monitoring of one or more areas in space or time, 

with data collected on a probabilistic sample of 

study units to detect changes and trends, compare 

areas, etc. 

Effectiveness Observational 

study 

Establishment of mechanistic or causal links 

between management actions and population 

responses with conclusions justified by correlation 

methods, replicated results, and subjective 

judgment. 

Effectiveness Manipulative 

experiment 

Establishment of mechanistic or causal links 

between management actions and population 

responses with conclusions justified by the design 

of the experiment. 

 720 721 



ISRP 2005-14A 

33 

Table 3.  Relationship of census and statistical monitoring to Action Agency (2002) Tier 721 

1, 2 and 3 monitoring.   722 

 Census Monitoring Statistical Monitoring 

Large-scale Tier 1 

monitoring 

Usually census monitoring is 

most appropriate (e.g., 

remote sensing to create GIS 

data layers). 

Statistical monitoring could 

be useful in special cases 

(e.g., in monitoring range 

condition on BLM land in 

Oregon) 

Small-scale Tier 2 

monitoring 

Usually census monitoring is 

not appropriate because of 

high costs of large number of 

experimental units and/or on-

the-ground labor intensive 

methods. 

Statistical monitoring with 

known precision and 

confidence based on a 

sample of units is usually 

most appropriate (e.g., 

juvenile chinook salmon 

abundance in a sample of 

reaches of the John Day 

River). 

Effectiveness Tier 3 

monitoring 

Usually census monitoring is 

not appropriate because of 

high costs of large number of 

experimental units and/or on-

the-ground labor intensive 

methods. 

Statistical monitoring with 

known precision and 

confidence based on a 

sample of units is usually 

most appropriate.  Rigorous 

experimental design is 
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required (e.g., evaluation of 

survival of juvenile salmonids 

past John Day Dam with 

different levels of spill). 

 723 
 724 
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